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ABSTRACT

Tunnel structures are known as expensive infrastres and determining optimum designs
of these structures can play a great role in mizimgi their cost. The formulation of
optimum design of industrial tunnel sections aptimization is considered in this paper
and then the enhanced charged system search, aseatly developed meta-heuristic
approach, has been applied to solve the problera.rébults and comparisons based on
numerical examples show the efficiency of the oation algorithm.
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1. INTRODUCTION

Infrastructures such as tunnels play significariesoin human life, nowadays. In the
mountainous regions, the tunnels create shortfoutgilways and roads, so that a higher
traffic capacity is achieved and the car and trasers can enjoy a shorter and more
comfortable travel. Tunnels are also used as @tes to bridges for connections across
waterway: straits, rivers, canals etc. [1]. In urlenvironment or densely populated areas,
underground transport facilities can be the only teaestablish the necessary mobility. The
utilization of underground space for storage, poart water treatment plants civil defense
and other activities is often a must in view ofiti space, safe operation, environmental
protection and energy saving [2]. This type of sinees is known as industrial tunnels.
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Beside the advantages of tunnel structures, thestwartion of tunnels is risky and
expensive and requires a high level of technicdl §X. There are many methods for
modeling of the complex problems and geometricaicstires [3-6]. In this paper, we use
the Enhanced Charged System Search (ECSS) [7-9letermine optimum design of
industrial tunnel cross sections. The ECSS is regpby the governing laws of Coulomb
and Gauss from electrical physics and the govertang of motion from the Newtonian
mechanics.

In physics, the space surrounding an electric éhbgg a property known as the electric
field which is specified by Coulomb’s law [7]. Aaabng to Coulomb’s law, the electric
force between any two small charged spheres igselyeproportional to the square of the
separation distance between the particles directietig the line joining them and
proportional to the product of the charges of the particles. Also, the magnitude of the
electric field at a point inside a charged sphene loe obtained using Gauss’s law that it is
proportional to the separation distance betweerpé#ngcles. Utilizing these principles, the
CSS optimization algorithm contains a determinedniper of solution candidates or
charged particle (CP). Each CP is treated as agetasphere and can exert an electrical
force to other agents (charged particles). Alse, dlgorithm utilizes the principal of the
Newton’s second law to change the CPs positionso/ting to the Newtonian mechanics,
the position of a particle considered as a pok#-lmass having infinitesimal size is
completely known at any time if its position, vatgcand acceleration in the space are
known at a previous time. Application of these Igwsvides a good balance between the
exploration and the exploitation of the algorithrh [

2. PROBLEM STATEMENT

In the optimum design of tunnel sections, the staipzoss sections or profile of tunnels is
the first point that should be determined. Considethe performance requirements of the
tunnel, the profile can be chosen. The optimumilgrdfies to minimize bending moments
in the lining (or displacements) as well as costseixcavation and lining [2]. Therefore the
objective function can be defined as [6]:

minimize A+ ¢d 1)

whereA is the area of the profile and d is the maximuhueaf displacements. Als@ is
a constant parameter.
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Figure 1. The different profiles of tunnel crosstgms

A typical problem of tunnel design is to fit twoctangles (one is required as traffic space
and the other is required as air conductor spate)a mouth profile as shown in Fig. 1. The
figure shows two types of cross sections; In Fg),lfor a determined heightlf), a vertical
wall is considered while in Fig. 1(b), the vertioedll does not utilized. For both types, the
design functions of crown should be determinedseflaon the kind of the selected function
for crown, different shapes of profiles will be amfed. Here, we utilized the polynomial
functions. As a result, the aim of optimization lpem is to determine the parameters of the
crown polynomial functions. The value df for profile type | is also should be considered
as a variable. The geometry constraints of thelpnolzan be summarized as [6]:

* For the profile with vertical wall (type I):

Hdmin < Hd s Hdmax
Hreq <H,

Boq < B, 2)
As'l'Breq ><Hreq <A
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» For the profile without vertical wall (type II):

Beq =B,
VB xH < 3)
As + Breq Hreq <A
whereH,¢ andB,e are the required height and width of traffic spaespectivelymin and

max denote lower and upper bounds, respectivllyis the required space for the air
conductor.

3. ENHANCED CHARGED SYSTEM SEARCH

3.1 Explanation of charged system search

The standard Charged System Search contains a nahBéarged Particles (CPs) where
each one is treated as a charged sphere and @b anselectric force to the others. The
pseudo-code for the CSS algorithm is summarizdd]as

» Step 1: Initialization. The magnitude of charge for each CP is defined as

_fit() - fitworst

= Titbest — fiworst | 2N )

wherefitbest and fitworst are the best and the worst fithesallofhe CPsfit(i) represents
the fitness of the agemf andN is the total number of CPs. The separation distanc
between two charged particles is defined as follows

_ I1Xi =X I
TG+ X ) 2= X [+ ®)
”( i ]) best ” €

whereX; andX; are the positions of théh andjth CPs, respectivel¥,e is the position of
the best current CP, andl is a small positive numbefhe initial positions of CPs are
determined randomly. Also, a number of the best @Rl the values of their corresponding
fitness functions are saved in the Charged MemOl)(

» Step 2: Forcesdetermination. The resultant force vector for each CP is caledats

j=12...N
Fj:qu[%r”m“% Jp”(xi_xi) 1 =1i;=0 <1 <a (6)
i

LI#] i1=0,i2=1@ I‘ljZa

In which, the probability of moving each CP towdhe# others is determined using the
following function:
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W> rand O fit(j) > fit(i)
N N TORLTO -

0 otherwise

* Step 3: Solution construction. Each CP moves to the new position as

F.
X j new = rand; [k, E»nT{mtz +rand, Ok, [V} gq DU+ X | 4q (8)
J
X naw = X
_ NMj,new j,old
Vi =5 ©)

wherek, andk, are the acceleration and the velocity coefficiergspectively; andand;;
andrand;, are two random numbers uniformly distributed ia thnge (0,1).

* Step 4. Updating process. If a new CP exits from the allowable search space,
harmony search-based handling approach can beasedrect its position [10]. According
to this mechanism, any component of the solutiactoreviolating the variable boundaries
can be regenerated from the CM or from randomlyosing one value from the possible
range of values. In addition, if some new CP vextme better than the worst ones in the
CM, then they are replaced by the worst ones irCikle and the worst ones are ignored.

» Step 5: Terminating criterion control. Steps 3-7 are repeated until a terminating
criterion is satisfied.

3.2 Enhanced charged system search

In the enhanced CSS [8], the “continuous spati@e” concept improves the efficiency of

the algorithm. In the standard CSS algorithm, wiencalculations of the amount of forces
are completed for all the CPs, the new locationag#nts are determined. Also Charged
Memory updating is fulfilled after moving all thePS to their new locations. All these

conform to discrete time concept. In the optimatproblems, this is known as iteration.
On the contrary, in the enhanced CSS the time @sogntinuously and after creating just
one solution, all updating processes are perfornusing this enhanced CSS, the new
position of each agent can affect the moving padsthe subsequent CPs while in the
standard CSS unless an iteration is completedietepositions are not utilized.

4. CONSTRAINT HANDLING APPROACH

One of well known approaches to handle constramtto employ a penalty function.

Although this method is simple, however deterrindable values for the parameters is not
an easy work. The feasible-based approach [11}sdsah constrained search spaces by
using the separation of constraints and objectidsuhi et al. [12] have presented a
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modified feasible-based method which employs thievieng four rules as

* Rulel: Any feasible solution is preferred to any infeésiolution.

* Rule 2: Infeasible solutions with slight violations of tle®nstraints are treated as
feasible ones.

* Rule 3: Between two feasible solutions, the one with beilgective function value is
preferred.

* Rule 4: Between two infeasible solutions, the one havimglger sum of constraint
violations is preferred.

5.NUMERICAL OPTIMUM DESIGNS

5.1 Optimization process

In this study, the optimization process begins myuiting the initial data. The required
height and width are 4 and 15 meters, respectivay.the required space for air condition,
is set to 1.8x1.8 meters. The process using theSE&§orithm consists of three levels as
follows:

Level 1: Initialization.

Step 1. Select the random values for particles. In thisgpathe number of CPs is set to
20. Variables are selected randomly between therd@nd upper limits in each problem. In
this way, the initial positions of CPs are defined.

Step 2. In this step, for each CP, the constraints arelat and, if all conditions are
satisfied, the value of the cost function is cadtedl, and CPs are sorted increasingly.
Otherwise, that cost function is penalized.

Step 3. Store the CMS number of the first CPs and thdatee cost function values in
the CM. The size of CM is chosen as 5 in this katic

Level 2: Search.

Step 1. In this step, the distance between the CPs, aedchtarge of the CPs, are
calculated. Then, the probability of moving the @&sard others, and attracting forces for
the CPs, is determined.

Step 2. After determination of attracting forces, the ngesition and velocity of each CP
are determined.jand k are set to 0.5.

Step 3. When some of the new CPs violate the boundaties, tthe CSS corrects their
position using the harmony search based handlipgoagh.

Step 4. This step is similar to step 2 of level 1, witke thew position of the CPs.

Step 5. If some CPs are better than the particles savetidnCM, the new ones are
replaced with them.

Level 3: Termination Criterion.

Repeat level 2 until the termination criterion asisfied.

5.2 Numerical investigation

Fig. 2 shows the obtained optimum profiles of turaress sections (type I) when the order
of polynomial functions is changed from 2 to 20r Bge Il, Fig. 3. Presents the obtained
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results of tunnel cross sections. Due to symmédtthe section only one half of the tunnel
are shown in these figures.
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Figure 2. The optimum profiles of tunnel cross e (Type 1); Order of function = (a) 2; (b)
3;(c) 4; (d) 5 (e) 6; () 7; (9) 8: (h) 9; (i) 1) 20



316 S. Talatahari, H. Veladi and B. Nouhi

(9) (h)

Optimum Tunnel Section Optimum Tunnel Section

7 7 ) ) ) ) )

6 6

5 5

4] 4]

3 3

2 2

1 1]

C0 1 2 3 4 5 6 7 8 9 CO 1 2 3 4 5 6 7 8 9

(i) ()

Optimum Tunnel Section Optimum Tunnel Section
7 ) ) ) ) ) 7 ) ) ) ) )
6 6
5 5
4] 4
3 3
2 2
1 1]
T T T S R L R S S A R

Figure 2. continued
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Fig. 3. The optimum profiles of tunnel cross sewti¢Type II); Order of function = (a) 2; (b) 3;
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A comparison of final optimum results is performeishown in Fig. 4. For both types,
when the degree of the function increases the fieallts becomes better. Almost for
degrees of 9, 10 and 20, the results are the sansedctions with (type 1) and without (type
2) vertical walls.
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Fig. 4. Final optimum results obtained by the C&Sype [; b) type II

6. CONCLUDING REMARKS

This paper utilizes the Enhanced Charged Systentls¢BCSS) algorithm for design of
tunnel sections. This algorithm determines thenopin profiles of tunnel cross sections in a
way that the area of the profile and the maximuilne/af displacements become minimum.
The ECSS is inspired by the laws from electrossaiod Newtonian mechanics. ECSS
contains a number of charged particles. Each @Brisidered a charged sphere of radius a,
which can impose an electric force on other CPss Tdrce and the laws for the motion
determine the new location of the CPs. From opttion point of view, this process
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provides a good balance between the explorationthedexploitation paradigms of the
algorithm which can considerably improve the eéff@y of the algorithm.

A complete investigation on the effect of the ordeutilized function of the profiles on
the final optimum design is performed. It is shotlkat for small values for the order of
function, the final optimum designs are bigger canmeg to those of larger ones. However,
differences between final results of high orderctions become small, and as a result we
may prefer to use small values to reduce computatists. In addition, the results indicate
that for high degree of function, the optimum valuer sections without vertical and
without walls are more and less similar. A sectiathout vertical wall is found as the best
design when the degree of the function is set toT2@ investigation shows that using a
function with order 10 can reduce the computaticswdts while the final results do not
change considerable.

REFERENCES

1. Rostam S, Hgj NP, Edvardsen C. Optimal design ohels experience from and for

practice, Safe & Reliable Tunnels, Innovative EwapAchievements, 2006.

Kolymbas D. Tunelling and Tunnel Mechanics, Springerlag Berlin Heidelberg, 2005.

Cattani C, Chen S, Aldashev G. Information and rfinden complexity,Math Prob Eng

2012; AID 868413: 4 p.

4. Chen S, Wang Y, Cattani C. Key issues in modelingponplex 3D structures from video
sequencesyiath Prob Eng 2012; AID 856523: 17 p.

5. Chen S, Huang W, Cattani C, Altieri G. Traffic dymas on complex networks: A survey,
Math Prob Eng 2012; AID 732698: 23 p.

6. Talatahari S. Determining the optimum section oinels using ant colony optimization,
Math Prob Eng 2013; Article 1D 320360: 7 p.

7. Kaveh A, Talatahari S. A novel heuristic optimipatimethod: Charged system search,
Acta Mech 2012;213(3-4): 267-89.

8. Kaveh A, Talatahari S. An enhanced charged syssmarch for configuration
optimization using the concept of fields of forc8suct Multidiscip Optim 2011;43(3)
339-51.

9. Kaveh A, Talatahari S. Charged system search famep design of frame structures,
Appl Soft Comput 2012,12(1) 382-93.

10.Kaveh A, Talatahari S. Particle swarm optimizet, @vlony strategy and harmony search
scheme hybridized for optimization of truss streesyComput Sruct 2009,87(5-6) 267-83.

11.Deb K. An efficient constraint handling method fpenetic algorithmsComput Meth
Appl Mech Eng 2000,186: 311-38.

12.Nouhi B, Talatahari S, Kheiri H, Cattani C. Chaotharged system search with a
feasible-based method for constraint optimizationbfems, Math Prob Eng 2013;
Article ID 391765: 8 p.

wn



